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MALTA CLUSTER

Especificaciones Técnicas 
(688GB RAM, 7TB)

GRUPO UOVI

chasis 1

chasis 2

chasis 3

Chasis 1 – chasis de control

Chasis 2 – I/O Bounded (14 nodos) 

Chasis 3 – CPU Bounded (14 nodos)

 1 procesador Intel Quad Core 5450 a 3 Ghz

 4 GB de RAM

 2 discos SAS de 146 GB

 2 interfaces Gigabit

 2 procesador Intel Quad Core 5450 a 3 Ghz 

 16 (4x4) GB de RAM

 2 discos SAS de 146 GB

 2 interfaces Gigabit

 2 procesador Intel Quad Core 5450 a 3 Ghz 

 32 (8x4) GB de RAM

 1 discos SAS de 146 GB

 2 interfaces Gigabit
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MALTA CLUSTER

Software

GRUPO UOVI

Compiladores Librerías de cálculo paraleo

• gcc 4.1.2 (gfortran, g77, gcc, g++) • MPICH 

• Intel (ifort, icc) v11.081 • MPICH2 

• Python-1.4.3-24 • OpenMPI 

Librerías matemáticas Programas 

• BLACS • abinit 

• CBLAS (BLAS Library for C) • gnuplot 

• FBLAS (BLAS Library for FORTRAN) • octave 

• FFTW • siesta 

• Intel mkl • VASP 

• LAPACK • Wien2K 

• ScaLAPACK • Crystal06

• Gamess 

• Quantum Espresso 
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MALTA CLUSTER

Organización

GRUPO UOVI

Chasis 1
nodo de control

Chasis 2 (16GB)
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Usuario 1 Usuario 2

Exporta vía NFS:

/home/ 
(usuarios)

/opt/ 
(aplicaciones)

LoadLeveler IBM
(gestor de colas)

utilizan directorio “nodoXY-Z/scratch”  

   Grupos MALTA
  Privilegios equivalentes
  Almacenamiento limitado 
  /home/usr + /opt/group
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¿Qué es LoadLeveler?

Se trata de un software de planificación que combina las necesidades de proceso y la prioridad de cada trabajo con los recursos disponibles.

Viendo el enlace químico sin experimentos Oviedo 09

Tipos de máquinas:

Planificador  - recibe el trabajo

Central Manager(CM) – busca una o más máquinas en el cluster que 
puedan ejecutarlo. 

Executing machine(EM) – es la máquina donde se ejecuta el trabajo

Submitting machine – envían, cancelan o piden información sobre los 
procesos en ejecución
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¿Cómo planifica trabajos LoadLeveler?

6 Viendo el enlace químico sin experimentos Oviedo 09

1.- el usuario envía un trabajo que es recibido por el planificador 

2.- el planificador contacta con el CM para pedirle que le busque una 
máquina donde enviar el trabajo  

3.- CM analiza las necesidades del trabajo, explora las máquinas disponibles 
y comunica al planificador cual será la EM (no FCFS)

4.- por último el planificador contacta con EM y le da la información pertinente 
para ejecutar el proceso (EM y planificador pueden ser el mismo)
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Comunicación con LoadLeveler: variables y comandos

7

Variables de trabajo: útiles cuando se utiliza el fichero .cmd como shell

        $(home), $(host), $(jobid), $(user), etc.

LoadL genera una gran cantidad de variables de entorno por defecto:

$LOADL_JOB_NAME, $LOADL_PID, $LOADL_PROCESSOR_LIST, etc.

Variables de entorno generadas por el usuario:

1.- $SCRATCH = es el directorio local donde se de debe ejecutar el trabajo. En él se ha de 
escribir todo lo relativo a ficheros temporales producidos por el trabajo, así como el output. 
Este directorio se borrará automáticamente una vez el trabajo ha finalizado.

2.- $LL_WORKDIR = directorio de trabajo donde se copiara la salida de LoadLeveler así 
como el fichero .log creado durante la ejecución.

3.- $LOG = fichero .log creado durante la ejecución del trabajo.
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La comunicación con Loadleveler se hace a través de un archivo de comandos
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¿Cómo se construye el archivo de comandos?

Hay cuatro clases (=colas) para los trabajos en serie:
1.- sexpress: hasta 2h de cpu
2.- ssmall: hasta 24h de cpu
3.- smedium: hasta 1 semana
4.- slarge: hasta 3 semanas

Trabajos en serie

#@ job_name = test1 ## nombre del trabajo
#@ class = sexpress | ssmall | smedium | slarge ## cola de trabajo
#@ initialdir = /home/user/test ## directorio de trabajo
#@ input = myprog.input ## stdin = a.out < myprog.input
#@ output = myprog.output ## stdout= a.out > 
myprog.out
#@ error = myprog.error ## stdout= a.out > myprog.out
#@ executable = myprogram ## nombre del ejecuta
#@ arguments = arg1 arg2 arg3 ## argumentos del ejecutable
#@ queue ## enviar a la cola

Ejemplo 1: Cálculo en serie no dependiente
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Ejemplo 2: Cálculo en serie dependiente

#  Este fichero comparte el mismo ejecutable 
#  en los dos pasos 
#  
#@ step_name = step1
#@ class = ssmall 
#@ executable = executable1 
#@ input = step1.in1 
#@ output = step1.out1 
#@ error = step1.err1 
#@ queue 
#@ dependency = (step1 == 0)
#@ step_name = ltest
#@ input = longjob.in.$(stepid) 
#@ output = longjob.out.$(jobid).$(stepid) 
#@ error = longjob.err.$(jobid).$(stepid) 
#@ queue 
#@ queue 
#@ queue 
#@ queue 
#@ queue

Job step input output error

lltest.26.0 longjob.in.0 longjob.out.0 longjob.err.0

lltest.26.1 longjob.in.1 longjob.out.1 longjob.err.1

lltest.26.2 longjob.in.2 longjob.out.2 longjob.err.2

lltest.26.3 longjob.in.3 longjob.out.3 longjob.err.3

lltest.26.4 longjob.in.4 longjob.out.4 longjob.err.4
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¿Cómo se construye el archivo de comandos?

Hay tres clases (=colas) para los trabajos en serie:
1.- psmall: hasta 24h de cpu – 1 nodo – 8 procesadores
2.- pmedium: hasta 1 semana – 1 nodo – 8 procesadores
3.- plarge: hasta 3 semanas – 1 nodo – 8 procesadores

Trabajos en paralelo

Ejemplo 3: Cálculo paralelo con OpenMP

#@ class = psmall 
#@ job_type = parallel  
#@ node = 1  
#@ tasks_per_node = 6 
#@ initialdir = /home/user/myprogs  
#@ executable = myopenmpcode  
#@ input = inputfile1  
#@ output = $(job_name).$(job_step).output 
#@ job_cpu_limit = 12:00:00
#@ wall_clock_limit = 20:00:00  
#@ error = $(job_name).$(job_step).error  
#@ environment = COPY_ALL; OMP_NUM_THREADS=6  
#@ queue 

Viendo el enlace químico sin experimentos Oviedo 09
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#!/bin/sh  
#   
#@ job_name   = sample_mpich  
#@ step_name  = step1  
#@ job_type   = mpich                                            
#@ output     = test.$(job_name).$(job_step).$(Process).out      
#@ error      = test.$(job_name).$(job_step).$(Process).err      
#@ class      = pmedium  
#@ resources  = ConsumableMemory(1024)ConsumableScratch(10)  ## por 
proceso                      
#@ environment = COPY_ALL                                       
#@ node       = 1 ## numero de nodos  
#@ tasks_per_node = 1,8                      ## entre 1­8 procesos 
#@ queue  
# Copia los datos situados en el directorio 
# desde el que se envio el trabajo al directorio  
# de trabajo temporal 
cp ­rp $LL_WORKDIR/data $SCRATCH/ 
# Se procesan los datos en el $SCRATCH 
cd $SCRATCH/data /opt/mpich2/1.0.8/bin/mpirun ­
np $LOADL_TOTAL_TASKS  /home/user/prog.exe #Se finalmente transfieren los datos utiles 
rm ­f $SCRATCH/data/file1 
rm ­f $SCRATCH/data/file2 
rm ­f $SCRATCH/data/file3 
cp ­rp $SCRATCH/data $LL_WORKDIR/ 

Ejemplo 4: Cálculo paralelo con MPICH2 
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Comandos LoadLeveler:

 llq: muestra el estado de la cola

 llsubmit trabajo.cmd: envía el trabajo a la cola
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Comandos LoadLeveler:

 llcancel trabajo.xyz: cancela el trabajo.xyz

 llq -s trabajo.xyz: muestra información sobre el estado de trabajo.xyz
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Comandos LoadLeveler:

 llclass: muestra las clases (=colas) existentes y grado de ocupación.

Max Slots: máximo grado de ocupación para cada clase 

Free Slots: número de procesos disponible para cada clase
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Comandos LoadLeveler:

15

 llstatus: muestra el 

estado los nodos en el 

cluster.

Down: no disponible

Avail: disponible

Run: acepta trabajos

Idle: reposo

Busy: no acepta trabajos

Viendo el enlace químico sin experimentos Oviedo 09
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Futuros trabajos:

16

  Instalación de nuevo software (abierto a usuarios)

  Aumentar potencia de cálculo (adquisición de nuevos nodos)

  Sistema de almacenamiento y back up

  Sistema de ficheros global para paralelización

Viendo el enlace químico sin experimentos Oviedo 09
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Material de referencia

17

 Web del proyecto MALTA – Consolider:

 http://www.malta-consolider.com

 Clúster Information Center (LoadLeveler):

 http://publib.boulder.ibm.com/infocenter/clresctr/vxrx/index.jsp?topic=/com.ibm.cluster.loadl.doc/llbooks.html

 Site de Descargas: (Actualizaciones)
 https://www14.software.ibm.com/webapp/set2/sas/f/loadleveler/home.html

Viendo el enlace químico sin experimentos Oviedo 09
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